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EXECUTIVE SUMMARY

Algoma University holds an important collection of Canadian objects from the Anishinaabe culture 
dating from 1880. Some of those objects have been on display in the university’s library, but most of 
them still remain stored in the university’s archive, limiting opportunities to use them in teaching and 
learning activities. This chapter describes a research project focusing on digitizing and visualizing cul-
tural artifacts using virtual reality (VR) technology, with the aim of supporting learning of Canadian 
heritage in cross-cultural courses. The chapter shows technical aspects of the objects’ 3D digitization 
process and goes on to explain a user study with students watching a 3D model displayed on a low-cost 
VR headset. Results from the study show that visualization of the 3D model on the VR headset was ef-
fective, efficient, and satisfactory enough to use, motivating students to keep using it in further sessions. 
Technology integration of VR in educational settings is also analyzed and discussed.

INTRODUCTION

The digital preservation and dissemination of cultural heritage have been greatly improved over the past 
two decades, due to the development of technologies such as web pages, three-dimensional (3D) digiti-
zation devices, specialized 3D graphics modelling and visualization software, among other techniques 
(Bentkowska-Kafel & MacDonald, 2018). The web has allowed better ways of cataloging, documenting, 
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displaying and accessing cultural information. Using innovations in 3D digitization with accurate sensors 
allow for registering and capturing more accurate details of cultural objects, including their 3D imaging 
and modelling (Tsirliganis et al., 2004), and the resulting 3D graphical models can be easily displayed and 
consulted on websites. More recently, virtual reality (VR) technology has been proposed and researched 
for enhancing visualization and interaction with 3D graphical models of cultural objects (Ch’ng, Cai & 
Thwaites, 2018). The premise of VR is to support user’s immersion (the person’s perception of being 
physically present in a 3D virtual environment) and to use most of his/her human senses to manipulate 
virtual objects and perceive multisensory information from a virtual environment (Burdea & Coiffet, 
2003). In VR, users generally don a VR headset that greatly facilitates visual immersion, and may use 
other technologies such as specialized controllers for interacting with the virtual environment (Sherman 
& Craig, 2002). Immersion in VR is very important for supporting engagement and motivation of users, 
which can also provide an enhanced learning experience (Gaitatzes, Christopoulos & Rousso, 2001). 
Other visualization technologies have been researched and applied in the presentation of cultural heri-
tage such as augmented reality, where digital information such as computer graphics are superimposed 
on video recording from a real-world environment in real time (e.g., Pedersen et al., 2017). A detailed 
comparison of augmented and virtual reality technologies for cultural heritage is described by Bekele 
et al. (2018). However, this chapter deals with the use of VR for visualizing digitized cultural objects.

Motivations for conducting digital cultural heritage preservation include: supporting dissemination 
of digital media collections through websites and virtual museums, ensuring that appearance and shape 
of cultural objects are not damaged or lost due to natural or human-made causes or accidents, making 
replicas, identifying art forgery, helping analyze cultural objects (Gomes, Bellon & Silva, 2014), digital 
restoration and making digital archives of 3D models (Pieraccini et al., 2001) and using digitized cultural 
objects for learning and teaching purposes (Garcia-Ruiz, Santana-Mancilla & Gaytan-Lugo, 2017). In 
addition, digital heritage preservation has been used for promoting the inclusion of indigenous knowl-
edge (Kapuire et al., 2017).

The objective of this book chapter is to describe the researchers’ process of 3D digitizing Canadian 
cultural objects belonging to a collection from Algoma University, as part of a research project funded 
by Algoma University Research Fund (AURF). The chapter also explains the application of the generated 
3D models in educational settings, such as Algoma University’s library and in classrooms, for learning 
and teaching purposes. The chapter goes on to describe initial user studies, namely usability and technol-
ogy acceptance studies with a 3D digital model digitized in our project, and played on a virtual reality 
headset in a classroom. The chapter also discusses lessons learned on the 3D digitization process and 
the use of virtual reality in the classroom for digital heritage learning.

BACKGROUND

The literature shows many examples and techniques for the digitization of objects, buildings and ar-
chaeological sites in 3D (Portales et al., 2017). There are a number of digital acquisition methods for 
capturing cultural heritage 3D data to carry out 3D reconstruction, which is the capturing of 3D digital 
information of a real object and constructing the object’s digital shape and appearance (Gomes, Bellon 
& Silva, 2014). 3D digitizing methods include:
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•	 Digital Photogrammetry: It is a technique for acquiring digital photographs and geometric mea-
surements from real-world objects, buildings or sites, generating 2D and 3D graphical models 
based on the photographs taken with one or more digital cameras and using specialized software 
algorithms (Linder, 2009). Although accurate, this technique mostly takes a long time because 
many photographs are needed to generate an accurate 3D model (Remondino & El-Hakim, 2006).

•	 Laser Scanning Techniques: They are based on a system composed of a moving laser source 
emitting a laser light beam, and an optical sensor that detects the line or pattern of the laser beam 
projected on the cultural object. Some systems can also acquire surface color (texture) from the 
digitized objects. This technique generates the digitized object’s geometry by applying triangula-
tion algorithms. One advantage of laser scanners is their high accuracy (Pavlidis et al., 2007), but 
their cost can be high.

•	 Contact Digitizing: This technique utilizes a robotic arm with a sensor in the form of a probe or 
tip that is manually positioned around the object to be digitized touching its surface, and a soft-
ware tool is recording its 3D position in space, generating a cloud of points which later will form a 
3D model. This method has sub-millimeter accuracy but it is time consuming and it may damage 
the object’s surface (Gomes, Bellon & Silva, 2014).

•	 Shape From Structured Light: This system projects a set of light patterns onto the object to be 
digitized and an optical sensor detects the distortions of the patterns formed over the object’s sur-
face. An example of this system is the Microsoft Kinect (TM) sensor, a video game console motion 
sensor that uses an infrared pattern and acquire surface colors at a range of 30 images per second, 
although at low resolution. However, this technique is sensitive to the type of ambient illumination 
(Gomes, Bellon & Silva, 2014).

It is important to note that in some digital heritage projects both digital photogrammetry and laser 
scanning technologies have been successfully combined, using data fusion for digitizing historical sites 
and buildings, such as the work described by Guarnieri, Remondino and Vettore (2006) and Munumer 
& Lerma (2015).

The digitization of cultural objects in 3D has been conducted for some decades. One of the most cited 
works is the Digital Michelangelo Project, summarizing how a team from Stanford University digitized 
a number of sculptures from the Renaissance artist Michelangelo (Levoy et al., 2000), using high-end 
3D scanners with a resolution of 0.125mm, digitizing the sculptures in color. Researchers found that 
digitizing objects with shiny and polished surfaces were one of the most challenging tasks. Moreover, 
The National Research Council of Canada has conducted extensive research and development on 3D 
scanning techniques and has digitized Canadian cultural objects for a number of years (Corcoran et al., 
2002). Other cultural heritage and research institutions such as the Smithsonian Institution in the U.S. 
are digitizing cultural objects to make their objects’ collections more easily accessible to students, re-
searchers and scholars (Jones & Christal, 2002).

Digitizing cultural objects is not trivial, since special care must be exercised when manipulating the 
objects due to their fragility, and many of them have an intricate surface, which can be difficult to digitize. 
In addition, nearly all of the generated 3D model files are very large with millions of polygons. Efficient 
techniques are needed for improving the 3D object digitization and visualization (Santos et al., 2014). 
Once digitized, the 3D digital models can be shown on a web page and used on VR applications, sup-
porting their analysis (Santos et al., 2014), leveraging on user’s engagement, motivation, and immersion, 
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among other characteristics that VR offers (Freina & Ott, 2015). 3D models can also be displayed along 
with textual or narrated descriptions of the digitized artifacts explaining how an ancient culture used the 
digitized object (Bustillo et al., 2015). Over the past two decades, many researchers have explored the 
use of VR to cultural heritage and archaeology.

As it was explained in the Introduction section, VR has been researched and applied for displaying 
interactive 3D virtual environments containing digitized cultural heritage sites and objects. A number 
of VR technologies have been used, which include the following:

•	 Cave Automatic Virtual Environment (CAVE) (TM): A CAVE is a large system where a vir-
tual environment containing digital heritage is projected on at least two walls of the system, with 
the objective of covering most of the users’ field of view. In it, a group of users step close to the 
projection and generally watch the virtual environment in stereo (a visual technique that enhances 
3D projection depth) by wearing LCD (shutter) glasses, and they interact with the environment 
using a 3D mouse or a similar controller. This is a highly immersive system albeit expensive, tak-
ing considerable space and can be difficult to set up (Gaitatzes, Christopoulos & Roussou, 2001).

•	 Immersadesk (TM): It is a 2 x 2 meter back-projection system that can be tilted at an angle be-
tween 0 and 90 degrees. This projection can be viewed simultaneously by a group of people and 
they can visualize the projection in stereo by donning LCD glasses, producing high immersion 
(Gaitatzes, Christopoulos & Roussou, 2001). However, it is an expensive system.

•	 Powerwall: This VR technology comprises a single large projection of a virtual environment, 
working as a panoramic screen, where its users generally wear LCD glasses to watch the 3D envi-
ronment in stereo. In addition, other stereo visualization techniques can be used, such as anaglyphs 
(people wear glasses with red and blue filters) and polarized glasses (Carrozzino & Bergamasco, 
2010). This is a highly immersive application but it takes space and can be expensive.

•	 Web page or computer’s software application where a 3D virtual environment can be displayed 
on a computer monitor. Some websites allow uploading and displaying 3D models of digitized 
cultural heritage, such as sketchfab.com, where its users can interact with the virtual environment 
using a mouse. Sketchfab and other similar websites use the Web Graphics Library (WebGL), 
allowing the visualization of 3D graphical models on web pages and on smartphones. WebGL 
also allows the visualization of the 3D model in stereo. Using web pages is a low-cost applica-
tion, and digital cultural heritage can be easily displayed on a museum, a library or in a school 
using a stand-alone computer. Although this technology provides good interaction and can show 
high-resolution 3D models (Potenziani et al., 2015), it provides low immersion when played on a 
computer monitor without stereo projection.

•	 VR Headset (Also Called Head-Mounted Display, or HMD): It is a head-worn device that fully 
covers the user’s field of view. A 3D virtual environment is projected in stereo inside the headset 
using custom-made internal screen displays, and in some types of VR headsets they are connected 
to a computer that generates the virtual environment and processes the user interaction. Some 
models such as the Oculus Go (TM) works as a self-contained system, not requiring an external 
computer to work. It is also possible to run a self-contained system by inserting a smartphone 
into some types of VR headsets and run specialized apps on them. The virtual environment then 
is displayed in stereo on the smartphone’s screen. VR headsets detect the user’s motion and is 
reflected this on the virtual environment by using sensors such as gyroscopes, accelerometers, 
proximity sensors and magnetometers. VR headset applications are highly immersive (Gonizzi 
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Barsanti et al., 2015). Recent computing advancements have decreased their cost and increased 
their efficiency and effectiveness considerably for their use in displaying digital heritage (Garcia-
Ruiz, Santana-Mancilla & Gaytan-Lugo, 2017).

One of the first fully-fledged archaeological VR exhibits was developed by Gaitatzes, Christopoulos 
and Roussou (2001). These researchers set up a CAVE with two large immersive projections (3m x 3m) 
intended for a small audience, displaying a virtual world depicting reconstructions of the ancient city 
of Miletus (it is situated by the coast of Asia Minor) and a digital reconstruction of the Temple of Zeus 
at Olympia, in Greece. Users watched the projection in stereo by wearing LCD (shutter) glasses. The 
virtual world was interactive, where people navigated through 3D models of ancient temples by using 
a 3D mouse. In one activity, the VR system allowed users to reconstruct an ancient vase by putting 
together virtual clay pieces. Researchers found (as in other similar projects) that one of the advantages 
of providing VR archaeology experiences is that they transport users to other times and places that may 
be difficult to experience in real life.

More recently, high-end VR headsets such as the Oculus Rift (TM), which requires a powerful per-
sonal computer to operate, has been used in studies about digital heritage dissemination. For example, 
Gonizzi Barsanti et al. (2015) explored the use of the Oculus Rift for displaying a virtual environment 
containing digitized heritage about Egyptian funeral objects exhibited in the Sforza Castle in Milan, 
Italy. It contained responsive points of interest to facilitate navigation through the virtual environment 
and inspecting the digital heritage objects. The researchers also used the Leap Motion (TM), a sensor 
that detects hand movements in 3D, for tracking user’s interaction in the virtual environment. Recent 
research done by Fernandez-Palacios, Morabito and Remondino (2017) utilized the Oculus Rift VR 
headset where digitally reconstructed heritage sites with very high resolution are displayed on it, and the 
Microsoft Kinect sensor was used for capturing the user’s interaction with the virtual environment. The 
researchers point out the importance of VR applied to heritage dissemination such as fragile environ-
ments and archaeological sites with forbidden access, where users can virtually inspect their contents.

Fabola, Miller and Fawcett (2015) explored the use of the Google Cardboard (TM), a very low cost 
and lightweight VR headset that displays a virtual environment in stereo by running a mobile app on a 
smartphone that is inserted in the headset. This app uses the smartphone’s sensors to adjust the viewer’s 
position and orientation in the virtual environment, and the headset has a button that the user presses 
for selecting an option from a menu and navigate to a point of interest, among other actions. However, 
the researchers implemented in their app a hands-free interaction technique, where the app has virtual 
hotspots with associated events that can be triggered when the user looks towards a specific hotspot. 
Fabola, Miller and Fawcett (2015) developed a digital reconstruction of St. Andrews cathedral in Scotland, 
working as a tool for disseminating cultural heritage information. Interestingly, multimedia presenta-
tion was also presented on the 3D reconstruction, such as videos, image and audio narrations about the 
cathedral, providing an important context about it. Fabola, Miller and Fawcett (2015) conducted a user 
study of the VR application with nine people reported that the application had high usability and all 
the participants perceived it to have high educational value. In addition, all nine participants declared a 
very high immersive 3D experience. There are other research projects and applications using lightweight 
VR headsets for displaying digital heritage. For example, the British Museum used the Samsung Gear 
(TM), another type of VR headset that works with Samsung smartphones, for displaying digital heritage 
in one of their learning programs intended for family, teens and school visitors of the museum (Rae 
& Edwards, 2016). In this program, digital heritage with 3D models of artifacts and reconstruction of 
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scenes of the Bronze Age were applied. People who used the VR application at the museum reported 
positive feedback and were enthusiastic about using this technology.

Casu et al. (2015) developed a VR software tool for supporting learning and teaching of art history 
and cultural heritage in the classroom, in particular about two digitized Michelangelo’s sculptures dis-
played in a virtual museum. The tool offered two types of graphics rendering: In its High Fidelity Mode, 
students could visualize the virtual sculptures with more realism but it was computationally expensive. In 
its Fast Rendering Mode, the virtual sculptures were visualized at the lowest resolution but this avoided 
unpleasant light reflections unintentionally projected in the virtual museum. In the VR software tool, 
students could write textual annotations close to the virtual artworks. An early user test running the VR 
software tool on the Oculus Rift and on Google cardboard VR headsets found that high-school students 
who used the VR headsets for analyzing the virtual sculptures increased “their motivation in studying 
the lesson topic, in particular increasing their attention, satisfaction and the perceived relevance of the 
teaching material” (Casu et al., 2015, p. 83). Other research studies that used Google Cardboard for 
heritage site dissemination and their use in museums describe positive results (e.g. Sooai et al., 2016).

ORGANIZATION BACKGROUND

Algoma University (AlgomaU) is a teaching-oriented and student-centered educational institution located 
in Sault Ste. Marie, Ontario, Canada, established in 1965. It currently serves a diverse body of about 
1600 regional, international students, and local indigenous students as well. AlgomaU offers professional, 
liberal arts and sciences degree programs, including cross-cultural courses on indigenous education.

Algoma University’s Wishart Library houses an important collection of cultural objects crafted by 
local indigenous people from the Anishinaabe culture dating back from the 1800s. These objects belong 
to the Engracia de Jesus Matias Archives and Special Collections. Nearly a hundred small objects have 
been cataloged online, shown in Artifact collection (2018). Figure 1 shows an example of one cultural 
object cataloged by the Library.

However, just a very small sample of those objects have been on display at the library’s main floor, 
mainly because of the fragility of some objects, among other reasons. Figure 2 below shows the Library’s 
main hall and some display cases. In the authors’ opinions, this may limit students’ opportunities to 
know more about local Canadian culture.

SETTING THE STAGE

Digitizing cultural objects in 3D is not new. One of the most cited works is the Digital Michelangelo 
Project, summarizing how a team from Stanford University digitized a number of sculptures from the 
Renaissance artist Michelangelo (Levoy et al., 2000), using high-resolution 3D scanners with a resolution 
of 0.125mm, digitizing the sculptures in color. Researchers found that digitizing objects with shiny and 
polished surfaces were one of the most challenging tasks. The National Research Council of Canada has 
conducted extensive research and development on 3D digitizing techniques and has digitized Canadian 
cultural objects for a number of years (Corcoran et al., 2002).

Other cultural heritage and research institutions such as the Smithsonian Institution in the U.S. are 
digitizing cultural objects to make their objects’ collections more easily accessible to students, researchers 
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and scholars (Jones & Christal, 2002). Once digitized, the 3D digital models can be shown on a web page 
and used on VR applications, supporting their analysis (Santos et al., 2014) leveraging on user’s immer-
sion and engagement among other characteristics that VR offers (Freina & Ott, 2015). The 3D model 
can also be displayed along with a textual or narrated description of the digitized artifact explaining how 
an ancient culture used the digitized object (Bustillo et al., 2015). However, digitizing cultural objects 
is not trivial, since special care must be exercised when manipulating the objects due to their fragility, 
and many of them have an intricate surface, which can be difficult to digitize. In addition, nearly all of 
the generated 3D model files are very large with millions of polygons. Efficient techniques are needed 
for improving the 3D object digitization and visualization (Santos et al., 2014).

CASE DESCRIPTION

The authors are currently conducting a research project that focuses on digitizing Canadian cultural objects 
in 3D and use them in educational applications. Initial work has been originally described in Garcia-Ruiz 
et al. (2017) and was supported during its first year by the Algoma University Research Fund (AURF). 
The overarching aim of this project is to use the resulting objects’ 3D models in courses where Canadian 
culture is taught. One objective is to see if the tools, methods and resulting 3D models are technically 
feasible for educational applications. Another objective is to carry out user studies to test and analyze 
the usability (ease of use) and technology acceptance of the digitized 3D models displayed on a digital 
library and a classroom, and using virtual reality (VR) technology such as an easy-to use VR headset. 

Figure 1. Example of a cultural object stored in the university archives
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This should improve and support students’ learning experience (Virvou and Katsionis, 2008; Zaharias, 
2004, 2006), in particular about learning Canadian culture. This also supports the potential educational 
benefits of engagement and intrinsic motivation with the use of immersive VR (Dalgarno & Lee, 2010).

In this project, usability and technology acceptance of virtual reality technology are analyzed and 
studied. Usability testing analyzes how easy a computer application’s user interface (UI) is to use in 
terms of quality components such as efficiency, effectiveness and user satisfaction in a specific context 
of use (Dumas & Redish, 1999; Nielsen, 2012; Rubin & Chisnell, 2008). In this project, the contexts 
of use were a university classroom, Algoma University’s Wishart Library, and its Gaming Technology 
lab. This is a computer lab used by students who are taking the Bachelor of Computer Science’s video 
game technology specialization.

Technology acceptance is a complement of usability testing. It analyzes how users of technology ac-
cept and use a particular in a specific context of use. The Technology Acceptance Model (TAM) version 
2 proposes that when users are presented with a new technology, a number of factors determine their 
decision about when and how they will use it. The TAM version 2 questionnaire (shown in Appendix 
A) has been used in previous research studies for evaluating VR applications in learning and training 

Figure 2. The newly-renovated Arthur A. Wishart library’s main floor
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settings (e.g., Fang et al., 2014; Fokides, 2017). In addition, the TAM analyzes user’s attitudes towards 
technology use. This is based on two user beliefs:

•	 Perceived Usefulness: “The degree to which a person believes that using a particular system 
would enhance his or her job performance” (Davis, 1989, p. 320). In our case, “job performance” 
refers to the users’ performance when using our VR system for visualizing and analyzing a digi-
tized cultural object.

•	 Perceived Ease of Use: “The degree to which a person believes that using a particular system 
would be free from effort” (Davis, 1989, p. 320). This belief is related to usability, which is related 
to his/her preconceived notion on how easy VR will be to use for watching and interacting with a 
3D model of a cultural object.

Technology Components

The authors are using in this project a Matter and Form 3D scanner (Matter and Form, 2018) for digitizing 
cultural objects from AlgomaU’s archives. This is an affordable and easy-to-use scanner that captures 
detail of up to 0.43 mm in RGB color and can digitize objects with a maximum height of 25 cm and 
width of 18 cm, with a maximum weight of up to 3 kgs, thus it is intended for digitizing small objects. 
The scanner uses two laser beams to acquire 3D reference points from the object’s surface and shape and 
uses a moving platform to rotate the object to digitize it. Digitizing (scanning) a small object takes about 
two hours, since it is a quite intensive and accurate process. The objects are digitized twice both in lying 
and upright positions for acquiring many details in 3D, from many angles. The scanner’s companion 
software was used to merge the two obtained 3D models and their respective textures automatically. 
The two obtained 3D models were saved in .OBJ format, used by industry-standard computer graphics 
editors and 3D modelers. The Matter and Form scanner is shown in Figure 3.

The authors connected the 3D scanner to a graphics-enhanced (gaming) laptop computer with 8 GB 
of RAM and a solid-state hard drive (SSD). He also connected a 24” high-quality computer monitor to 
the laptop. This helped the 3D model visualization obtained from the digitization (shown in Figure 3). 
The laptop was running Windows 10 (TM) for running the 3D scanner, and the same laptop also ran 
Ubuntu Linux distribution, used for revising the obtained 3D models. Using Linux was a matter of prefer-
ence, since the same software tools used in this project were also downloaded and ran on Windows. The 
graphics performance on both Linux and Windows appeared to be the same. However, the 3D scanner 
only offered a software tool and a driver for the Windows operating system.

It is important to note that the 3D scanner did not acquire some of the textures correctly at the time 
of digitizing an object. Some of them present slight imperfections and small changes in their brightness, 
due to the intricate objects’ shape, shadows and other issues. In order to visualize, review and improve 
the resulting 3D models from the 3D digitizing process, the research assistants used a software tool called 
MeshLab (Meshlab, 2018). This tool was very useful for filling holes let by the digitization process in 
the 3D mesh, among other graphics operations. A student who collaborated in the project was also using 
Blender (Blender, 2018), another software tool used for manipulating and improving our 3D models. 
The student also used a powerful image editor called GIMP (GIMP, 2018) for fixing the colors of the 
3D models’ associated textures. All these software tools are robust, free, open source and easy to use, 
with a shallow learning curve.
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The project assistants digitized some cultural objects that were used as a proof of concept to test the 
VR technology used in this project, and one of them was used in our usability and technology acceptance 
testing sessions. They initially digitized two small wooden carved figures from the University archives, a 
bunny rabbit (Bunny, 2018) and a dog (Dog, 2018). The first author obtained permission from the Wishart 
library to use the cultural objects’ 3D models and the archive’s information posted online in this project.

Once the cultural objects were digitized, revised and improved, the resulting 3D models were up-
loaded to Sketchfab (Sketchfab, 2018). This is an easy and free-to-use web site for non-commercial ap-
plications used to share and show interactive 3D models. Sketchfab has an option to watch the models 
in stereo (the model is rendered twice, one graphic rendering for each eye). The 3D model is opened 
on a smartphone’s web browser and then the smartphone is inserted into a VR headset such as Google 
Cardboard (Fabola et al., 2015) and similar low-cost headsets. Models uploaded to Sketchfab can be 
watched on a web browser from any recent mobile device (e.g. smartphones) or desktop computer that 
supports the WebGL 3D graphics library. Sketchfab also allows to upload and display the object’s textual 
and metadata description, such as the digitized objects’ original measurements. Sketchfab has two op-
tions for interacting with the object: “Orbit” and “First Person”. When selecting the Orbit option from 
Sketchfab’s menu, users can move the camera (panning) and zooming in or out around the 3D model. In 
the First Person option, users can look around the object. Both interaction options can be selected and 
performed using either a computer keyboard, a mouse or swiping on a touch display device such as a 
smartphone. Currently, however, Sketchfab does not have this capability when users visualize the object 
in stereo and when the smartphone is inserted into a VR headset. In addition, users can also set up the 
graphics rendering and lighting from Sketchfab’s menu (Sketchfab Controls, 2017).

Figure 3. The matter and form 3D scanner used in this project
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People can interact with the 3D model visualized in Sketchfab by turning their heads around, thus 
using the smartphones’ accelerometer for looking around the 3D environment. The Sketchfab web page 
containing the 3D model of the digitized bunny is publicly available at: Digitized bunny (2018). The 
digitized dog is available from: Digitized dog (2018). Other models uploaded to the Sketchfab website 
have been successfully used in digital archeology for sharing 3D models of cultural objects that were 
acquired with 3D scanners (Barrettara, 2013). Sketchfab has also been used for disseminating cultural 
heritage by institutions such as the British Museum (Lloyd, 2016). Sketchfab has a very easy-to-use 
user interface (UI), and the website is lightweight enough for using it on almost any recent personal 
computer or smartphone.

User Study

To analyze the feasibility and potential applications of the proposed educational VR application displaying 
the obtained 3D models, the authors conducted a user study where five participants tested the usability 
and the technology acceptance of the Sketchfab models watched on a VR headset. The Sketchfab website 
was opened on the Chrome web browser from a Google Nexus 5 smartphone, shown in Figure 4. The 
Nexus 5 provides a resolution of 1920x1080 pixels with a diagonal size of 12.5 centimeters and a clock 
speed of 2.26 GHz, with a quad core processor. The phone was inserted into an EVO Next VR headset, 
model no. MIC-VRB03-101. The authors decided to use this particular brand and model of VR headset 
because it is low cost, comfortable to wear and easy to adjust.

Participants

At the beginning of the study session, participants filled out a demographic questionnaire, shown in 
Table 1. Five computer science students from Algoma University participated in the study. Their age 
average was 22 years old (4 males and 1 female). In order to evaluate the overall usability of the VR 
setting, the authors did not need to test it with many participants. According to Nielsen (2000), just 5 
participants will report about 85% of the usability problems of an interactive computer application. None 
of the participants reported serious vision problems or disabilities. Some of them wore glasses, but they 

Figure 4. The VR headset with the smartphone inserted in it
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decided to remove them before they visualized the 3D model using the VR headset. Those participants 
reported that not wearing the glasses did not affect the model visualization, since they could success-
fully adjust the headset lenses.

The authors tested the VR application in three areas: Algoma University’s Gaming Technology 
Laboratory (a computer lab), the Wishart Library, and a classroom. It is important to test the usability 
and analyze the VR system’s technology acceptance in those places because they are natural educational 
settings, and the authors wanted to know how students will use the VR headset in those places. Thus, 
the user studies run in this project can be considered as a type of field study. Figure 5 shows a student 
testing the VR setting in a classroom.

The usability testing methodology applied in this user study was the Concurrent Think Aloud 
Protocol, or CTAP (Alshammari, Alhadreti & Mayhew, 2015). In the CTAP, usability specialists ask 
participants to say out loud their opinions and feelings and decisions about using a digital device’s UI, 
while they are interacting with it. The authors consider CTAP as a practical yet powerful methodology 
for uncovering problems “on the fly”, which may hinder learning issues in an educational application 
with technology. It is particularly suitable with this VR application because students can verbalize VR 
application’s usability problems right away, when those happened, while they are visualizing the 3D 
model using the VR headset.

After participants completed the study tasks, they filled out the widely-used and reliable System Us-
ability Scale (SUS) questionnaire (Brooke, 1996), shown in Table 2. This questionnaire has been previ-
ously applied in a number of studies where virtual reality environments have been evaluated (e.g. Correa 
et al., 2017, Garcia-Ruiz, Santana-Mancilla & Gaytan-Lugo, 2017). The SUS has ten Likert scales where 
participants rated each one from 1 (“strongly disagree”) to 5 (“strongly agree”). They also filled out the 
Technology Acceptance Model version 2 (TAM2) questionnaire (Venkatesh & Davis, 2000), shown in 
Appendix A. The authors have successfully used both questionnaires in previous studies, yielding valu-
able user feedback (Garcia-Ruiz, Santana-Mancilla & Gaytan-Lugo, 2017).

Table 1. Demographics questionnaire

These questions are used to help identify trends in responses. Please remember that your responses will be completely confidential and 
anonymous. 
1. Gender: ______ Male ______ Female 
2. Age (to the nearest year): _____ 
3. Have you used virtual reality (VR) equipment before (e.g. VR headset)? If yes, which one(s)? _________________________________
_______________________________ 
4. Have you taken courses where Canadian culture and/or heritage has been taught in them (Y/N) ? ___ 
5. Have you played 3D video games? If yes, for how long have you played video games? _____ 
6. What type of player are you (player skills)?: 
____ Non-video game player 
____ Novice player 
____ Occasional player 
____ Expert player 
____ Frequent/hard core player
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Procedure

Each participant’s session lasted about 45 minutes. The participants’ tasks were the following:

•	 Visualize a 3d model of a cultural object digitized in this project, analyzing it from any possible 
angle, so participants needed to “walk” around the model and turn their heads.

•	 Identify the type of material and estimate the real size of the digitized object.

The following describes the testing session steps, based on the usability testing steps outlined by 
Rubin & Chisnell (2008) and in Usability Test (2017):

•	 Pre-Test Arrangement: Prepare everything for the test. Turn the smartphone on, open the 
Sketchfab website on the smartphone displaying one of the digitized objects’ model in 3D. Insert 
the smartphone in the VR headset. Make sure everything works OK.

Figure 5. A student wearing the VR headset
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•	 Session Introduction: the authors welcome the participant. They briefly explain the study objec-
tive, relevance, the TAP methodology, and the tasks. The participant reads and signs the consent 
form to participate in this research. The form also summarizes the instructions for the test, includ-
ing the usability testing and technology acceptance objectives.

•	 Testing Tasks: the participant starts the study by wearing the VR headset and begins performing 
the tasks for this session, saying out loud his/her opinions, feelings and decisions about the tasks. 
The authors then take notes on the participant’s comments. The testing continues until the all the 
tasks were competed or the allotted time has elapsed.

•	 Post-Test Debriefing and Conclusion: The authors ask general questions on the test. The partici-
pant fills out the SUS and TAM2 questionnaires. Finally, the authors thank the participant.

Table 2. The SUS questionnaire

1. I think I would like to use this VR 
application frequently

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5

2. I found the VR application 
unnecessarily complex.

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5

3. I thought the VR application was easy 
to use.

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5

4. I think I would need the support of a 
technical person to be able to use this 
VR application.

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5

5. I found the various functions in this 
VR application were well integrated.

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5

6. I thought there was too much 
inconsistency in this VR application.

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5

7. I would imagine that most people 
would learn how to use this VR 
application very quickly.

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5

8. I found the VR application very 
cumbersome to use.

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5

9. I felt very confident using the VR 
system.

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5

10. I needed to learn a lot of things 
before I could get going with this VR 
application.

Strongly Strongly 
disagree agree 
1……….2…...….3….….....4………..5
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RESULTS AND DISCUSSION

Most the participants reported in the CTAP that the EVO VR headset was lightweight and compact. It 
was easy for them to adjust the lenses’ interpupillary and eyeball distances, although two of them reported 
that the VR headset was a little uncomfortable when sitting on the nose.

According to the results from the TAM2 questionnaire (shown in Table 3) and participants’ comments 
made during the Concurrent Think Aloud (CTAP), it seems that the VR application motivated partici-
pants to continue using Sketchfab models displayed on a VR headset in further educational applications. 
In addition, this study arouses students’ curiosity on how an easy-to-use VR application can be used in 
an educational setting. The 26 Likert scales from the TAM2 questionnaire are enlisted in Appendix A.

According to the results obtained through the participants’ responses, the median for items: 3, 6, 11, 
12, 16-20 and 26 was four; the median for items: 4 and 5 was five; meanwhile, the median for items: 1, 2 
and 21-25 was 6; finally, the median for items: 7-10 and 14-15 was seven. Furthermore, the participants’ 
response with the lowest median was 4,5. The second participant with the highest median was six.

Each of the SUS questionnaires (shown in Table 4) was scored according to Brooke (1996), where 
a usability value was obtained (a percentile) where 50=very bad usability and 100=excellent usability. 

Table 3. results of the technology acceptance model (TAM2) questionnaire

Participant 
No.

Likert Scale (Questionnaire Item) Number (1=strongly disagree...7=strongly agree)

L1 L2 L3 L4 L5 L6 L7 L8 L9 L 
10

L 
11

L 
12

L 
13

L 
14

L 
15

L 
16

L 
17

L 
18

L 
19

L 
20

L 
21

L 
22

L 
23

L 
24

L 
25

L 
26

P1 5 6 3 3 3 3 7 7 7 7 1 1 7 7 7 4 4 4 2 2 5 6 7 5 7 1

P2 7 7 6 6 4 4 7 7 7 7 6 4 7 7 7 4 2 2 2 3 5 6 6 6 6 4

P3 6 6 4 4 5 4 6 7 6 7 4 4 7 4 4 4 4 4 4 5 6 6 6 4 6 4

P4 6 6 5 5 5 5 7 7 7 7 4 4 7 7 7 4 4 4 4 4 6 5 6 6 6 4

P5 6 5 4 5 5 5 6 7 7 7 4 4 7 7 7 4 3 4 4 4 6 6 6 6 6 4

Me- 
dian: 6 6 4 5 5 5 7 7 7 7 4 4 7 7 7 4 4 4 4 4 6 6 6 6 6 4

Mode: 6 6 4 4 5 4 7 7 7 7 4 4 7 7 7 4 4 4 4 4 6 6 6 6 6 4

Table 4. Results of the system usability scale (SUS) questionnaire

Participant No.

Likert Scale (Questionnaire Item) Number 
(1=strongly disagree...5=strongly agree)

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 SUS 
Score

P1 4 1 5 2 4 1 5 1 5 1 92.5

P2 5 1 5 1 4 2 5 1 4 1 92.5

P3 4 1 4 1 3 2 4 1 4 1 82.5

P4 4 1 4 1 5 2 4 1 4 1 87.5

P5 4 2 4 1 4 2 4 1 4 1 82.5

Median and mode 4 1 4 1 4 2 4 1 4 1
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The average of the results from the five SUS questionnaires was 87.7. This score is in the 80th percentile, 
meaning that the VR application’s usability was very high (Sauro, 2011). Individual results from the 
SUS’ Likert scales are very favorable, although do not have excellent usability, as most of the participants 
rated scales 1,3,5,7 and 9 (positive usability outcomes) with a value of 4.

During the CTAP, participants were asked to estimate the real size of the digitized object visualized 
on the VR headset (they did not know the real size before the test). Most of the participants answered 
that the object’s size was really big, of about one meter in height. Just one participant could correctly 
estimate the object’s size. He mentioned in the CTAP that he was using the checkered floor from the VR 
environment as a reference. The real size of the digitized object is small, which is 3.2 x 7.7 x 10.2 cm. 
In further uses of the VR application, the authors will include reference points or other virtual objects 
that will help estimate the real size of digitized objects more accurately. Participants were also asked 
about the material the real object was made of. Three of them correctly answered that the object was 
made of wood. The authors think that it was due in part because of the smartphone’s brightness control 
adjustment. Participants did not report serious usability problems. All the participants noticed a very 
small lag on the 3D model visualization, but it was not a big cause of concern. This can be remediated 
in further VR applications by using a faster smartphone and with better graphics capabilities. Each test-
ing session was short, making it difficult to see if the VR application was engaging enough in the long 
term. It seems that participants experienced a “novelty effect” when they used VR technology. This is 
consistent with other similar studies (e.g. Merchant et al., 2014).

SOLUTIONS AND RECOMMENDATIONS

The following is a list of recommendations on the 3D digitization process and VR usage in educational 
settings. They are based on the authors’ usability and technology acceptance study and their digitization 
process:

•	 Before starting digitizing objects in 3D you must calibrate the computer monitor(s), so your 
monitor(s) will show colors more closely to the digitized objects.

•	 The authors found that using dimmed LED lights with an opaque white filter was the best option 
for illuminating the digitized objects with the Matter and Form scanner. One LED light placed 
in front of the scanner and one in the back helped to reduce casting shadows around the object. 
Shadows do affect the digitization quality, and the light filters helped to decrease the object’s sur-
face shininess. The LED lights are shown in Figure 6. Compact fluorescent (CFL) light bulbs and 
fluorescent lights from the office ceiling were also tried with mixed and often undesirable results.

•	 Do not place heavy objects on the Matter and Form 3D scanner’s rotating platform. If you do that 
you could break some of its mechanical components. That scanner can hold a weight of up to 3Kg.

•	 Conduct user testing of the VR equipment and its software application. Use standard usability 
testing and technology acceptance methodologies. The authors found in this and other studies (e.g. 
Garcia-Ruiz et al., 2017) that the CTAP is a very useful and practical methodology for testing VR 
applications, as well as using the TAM2 and SUS questionnaires.

•	 Run a dry test of the equipment and software before the main user study starts. Set up everything 
and try out the VR headset and 3D model visualizations with 1 or 2 people, to see if everything 
works and maybe make some final adjustments to the VR headset or the smartphone.
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•	 As with most virtual reality equipment, be aware that watching the 3D models on the VR headset 
may cause seizures or dizziness in susceptible people. You must ask users first if it is OK if they 
can visualize the 3D model on the VR headset.

•	 Clean the smartphone screen with a special cloth prior to its usage with the VR headset. Fingerprints 
or dust on the smartphone’s screen may make the VR visualization somewhat blurred.

•	 Do not forget to explain users how to adjust the lenses from the VR headset. This is a very impor-
tant step, otherwise the VR application may look either blurred or distorted. Many VR headsets al-
low the adjustment of the lenses’ interpupillary distance, which is the distance between the user’s 
eyeballs, and the distance between the lenses and the eyeballs.

•	 There are actions that can be used to overcome the challenge of technology integration of VR in 
the classroom: having more savvy instructors who can help up other instructors (budding up), 
and holding hands-on information workshops with instructors, working administration staff and 
instructors collaborating in this endeavor (Kirkwood, 2015).

CONCLUSION

This chapter described an overview of digital preservation of cultural heritage objects in virtual reality 
and its importance. There are sufficient motivations to do so, including supporting dissemination of 
digital media collections through websites and virtual museums, ensuring that appearance and shape 
of cultural objects are not damaged or lost due to natural or human-made causes or accidents, identify-
ing art forgery, and using digitized cultural objects for learning and teaching purposes. In addition, the 
chapter explained our research project concerning digitization of cultural objects pertaining to Algoma 
University, Canada, its 3D digitization process, and the visualization of digitized 3D models using VR 
technology. The objective of digitizing these objects is to use the obtained 3D models for supporting 

Figure 6. LED lights configuration
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teaching and learning Canadian culture and heritage. The chapter also reported a user study (usability 
testing and technology acceptance) about interacting with the digital objects in VR. the chapter explained 
technical and logistic problems found in the digitization process and the use of the digitized objects. A 
valuable part of this chapter is the lessons learned about the 3D digitization process.

Results from the researchers’ user studies indicate that low-cost VR technology can be useful and 
effective for supporting visualization of digital heritage objects, in particular about its use in educational 
settings such as in the classroom. It can become an important didactic tool which is easy to set up and 
use. The latter allowed us to determine the positive students’ acceptance of VR technology for learn-
ing purposes. The high usability of the web site used in our study (Sketchfab) yielded high potential 
for further use in learning and teaching about cultural heritage. This user study also suggests that the 
use of the low-cost VR headset was an effective way of analyzing the graphical 3D models of cultural 
objects. This is in line with our previous research on educational VR (Garcia-Ruiz, Santana-Mancilla 
& Gaytan-Lugo, 2017).
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KEY TERMS AND DEFINITIONS

3D Model: A 3D computer graphics object composed of polygons such as triangles or rectangles.
3D Scanner: Digital device connected to a computer used to digitize an object in 3D, capturing 

reference points in X, Y, and Z axes, and sometimes acquiring color from those reference points.
Anishinaabe: Autonym for a group of culturally-related indigenous peoples in Canada and north-

ern United States including the Algonquin, Chippewa, Odawa, Ojibwe, Oji-Cree, Mississaugas, and 
Potawatomi peoples.
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Cultural Object: An object made by people for a spiritual and/or practical purpose or activity that 
may have functional and/or artistic relevance.

Immersion: Psycho-physiological user perception of being physically present in a virtual environment.
Interpupillary Distance: The term refers to distance between the user’s pupils, employed in virtual 

reality headsets and other VR-related visualization equipment.
Intrinsic Motivation: User or learner’s behavior that is based on internal rewards and the motivation 

to engage in them. It arises from within the person because it is naturally satisfying to him/her.
Kanban Board: A workflow and work visualization chart describing activities flow within a project, 

originally created in the 1940s by Toyota.
Model Mesh: Collection of reference points in X, Y, and Z axes that define a graphical 3D shape 

with width, height, and depth.
Texture: An image that is associated to a 3D model and is generated by 3D scanners that capture 

color, which forms the surface (“skin”) of the model.
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APPENDIX

Table 5. Technology acceptance model (TAM2) questionnaire

Strongly 
Disagree

Moderately 
Disagree

Somewhat 
Disagree Neutral Somewhat 

Agree
Moderately 

Agree
Strongly 

Agree

Intention to Use

Assuming I have access to the system, I intend to use it.

Given that I have access to the system, I predict that I would use it.

Perceived Usefulness

Using the system improves my performance in my activity as student.

Using the system in my activity as student increases my productivity.

Using the system enhances my effectiveness in my activity as student.

I find the system to be useful in my activity as student.

Perceived Ease of Use

My interaction with the system is clear and understandable.

Interacting with the system does not require a lot of my mental effort.

I find the system to be easy to use.

I find it easy to get the system to do what I want it to do.

Subjective Norm

People who influence my behavior think that I should use the system.

People who are important to me think that I should use the system.

Voluntariness

My use of the system is voluntary.

My supervisor does not require me to use the system.

Although it might be helpful, using the system is certainly not 
compulsory in my activity as student.

Image

People in my school who use the system have more prestige than those 
who do not.

People in my school who use the system have a high profile.

Having the system is a status symbol in my school activity as student

Relevance

In my activity as student, usage of the system is important.

In my activity as student, usage of the system is relevant.

Output Quality

The quality of the output I get from the system is high.

I have no problem with the quality of the system’s output.

Result Demonstrability

I have no difficulty telling others about the results of using the system.

I believe I could communicate to others the consequences of using 
the system.

The results of using the system are apparent to me.

I would have difficulty explaining why using the system may or may 
not be beneficial.

Source: Adapted from Venkatesh & Davis (2000)


